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The evolution of microstructural features during solidification involves complex interactions 
between several physical phenomena. Cellular automata (CA) models are often 
characterized as being simple in their construction and yet able to produce very complicated 
behaviour. This property of CA models has been exploited to produce computer simulations 
of various aspects of microstructural evolution occurring during solidification. Results of 
a series of three-dimensional simulations of non-isothermal "free" dendritic growth are 
presented and the changes in dendrite morphology for different conditions are quantified 
and discussed. A modification of this model was also developed to examine the effects of 
composition on microstructural evolution for a simple eutectic system. As the composition 
moves towards the eutectic the simulated microstructures change from combined 
dendritic/lamellar to completely lamellar. 

1. Introduction 
For cast metallic materials the nature of the micro- 
structure that evolves during solidification can signifi- 
cantly affect the properties of the as-solidified mater- 
ial. Dendrite morphology, fragmentation and interde- 
ndritic fluid flow can affect the final as-cast grain size, 
the distribution of porosity, solute segregation and 
as-cast mechanical properties. In metallic alloys the 
coupled growth of two or more phases may also occur. 
A typical example being eutectic growth where, during 
solidification, the liquid phase transforms to two solid 
phases that grow in a coupled manner. 

Understanding the wide variety of growth mor- 
phologies observed in solidifying systems has been an 
active and engrossing field of study for many decades. 
At present, several analytical and numerical models 
exist that attempt to describe various aspects of these 
phase transformations. In this paper the cellular au- 
tomaton (CA) approach is used to model both de- 
ndritic and coupled growth behaviour. Construction 
of CA models is relatively straightforward and at first 
sight the principles underlying the models appear 
simplistic. However, CA models are very useful in 
situations where there are complicated interactions 
occurring between different physical phenomena. In 
these situations they are capable of producing results 
of surprising complexity. 

1.1. Dendritic growth 
Materials with low entropies of fusion often display 
dendritic growth behaviour during solidification. 
A dendrite is a branching structure with projections or 

side arms that grow in particular crystallographic di- 
rections. The growth of dendrites during solidification 
is the result of interactions between various physical 
phenomena. These include the effects of heat transfer, 
evolution and removal of latent heat, the effect of cur- 
vature of the solid/liquid interface on the local freezing 
temperature, mechanisms of atom a~tachment to the 
growing solid interface and the solid/liquid interfacial 
energy. In alloys, the rejection of solute during freezing 
also influences the local liquidus temperature. 

Earlier theories of dendritic growth are concerned 
with the growth of isolated, branchless dendrites 
growing in supercooled one-component systems 
[1-11]. This type of growth is termed "free" dendritic 
growth where the latent heat of fusion evolved during 
freezing flows into the supercooled liquid. In these 
models the dendrite is usually assumed to be a simple 
shape (e.g. a parabola of revolution) that grows in 
a shape-preserving manner. These models have been 
used to investigate the relationships between super- 
cooling and growth rate. More recent theories 
[12-17] have attempted to describe the growth of 
branchless cellular and dendritic arrays in positive- 
temperature gradients, i.e. "constrained" growth. In 
these models the relationships between alloy composi- 
tion, radius of curvature at the dendrite tip, temper- 
ature gradient, growth rate and primary dendrite arm 
spacings have been investigated. 

Numerical models of dendritic growth were initially 
applied to the growth of "free" dendrites in super- 
cooled one-component systems [18-23]. More 
recently, attempts have been made to model the evolu- 
tion of alloy dendrites using a technique termed the 
phase-field method E24]. 
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The growth of "free" dendrites is influenced by two 
main factors. The first is the effect of the radius of 
curvature of the solid/liquid interface on the local 
equilibrium freezing temperature. This is known as the 
Gibbs-Thomson effect. The local solid/liquid inter- 
face curvature (assuming the solid/liquid interface is 
convex towards the liquid) depresses the local equilib- 
rium freezing temperature according to the expression 

A T _  o T m ( ~  1 )  
Auo + (1) 

where T,, is the equilibrium freezing temperature of 
a planar interface, ~ is the solid-liquid interracial 
energy, R1 and Rz are the radii of curvature of the 
surface in two directions at right angles, AH is the 
enthalpy of fusion and 9 is the density of the solid. 

The second factor to influence freezing is the release 
of latent heat during solidification. This heat must be 
removed from the interface to allow further growth to 
occur .  

Several two-dimensional numerical models already 
exist that incorporate these two factors into computer 
simulations. In terms of simulating the evolution of 
dendrite morphology, one numerical model of "free" 
dendritic growth showed small periodic perturbations 
in the solid/liquid interface of a growing dendrite tip 
that were attributed to slight oscillations in tip velo- 
city [20]. In contrast, two-dimensional phase-field 
models have produced pronounced side-arm growth 
in reported simulations although this behaviour was 
influenced by the magnitude of deliberately induced 
random noise in the temperature field [21, 22]. This 
result suggests that side branching may be controlled 
by mechanisms not directly connected to the condi- 
tions at the advancing dendrite tip. 

1.2. Coupled growth 
There is a variety of phase transformations involving 
coupled growth processes that may or may not in- 
volve the presence of a liquid phase. This paper will 
confine itself to two-component systems with a eu- 
tectic reaction occurring during solidification that can 
be described by the general expression 

Phase X --+ PhaseY + Phase Z (2) 

This type of transformation proceeds by a two-stage 
process of nucleation and growth. Nucleation usually 
occurs near the container walls and growth proceeds 
in the opposite direction to the direction of heat re- 
moval. During growth, the Y and Z phases grow in 
a coupled manner. As the transformation occurs, the 
atomic/molecular species rejected at the growing in- 
terfaces must be redistributed by d~ffusion to facilitate 
the coupled growth. 

Most theoretical studies of coupled growth have 
been concerned with steady-state transformations of, 
for example, eutectoids or eutectics [25-27]. Experi- 
mental investigations of unidirectional coupled 
growth of eutectics under steady-state conditions have 
also been undertaken [28-30]. As is the case with 
dendritic growth, attempts have been made to develop 

numerical models of coupled growth behaviour. 
A boundary element approach has been used to inves- 
tigate the relationships between growth conditions 
and lamellar spacings [31] and random walk models 
have been used to investigate non:steady-state growth 
morphologies in eutectics [32] and general binary 
systems [33]. 

2. The cellular a u t o m a t o n  m o d e l s  
The two CA models described below operate on 
a regular lattice of cubic elements, Each element is 
defined by an integer value as being either solid 
or liquid. Each elemen{ can be further defined by 
having a particular temperature or alternatively a 
particular composition associated with it. Initially, 
all sites on the lattice are defined as liquid sites 
except those sites that are preset as solid sites 
at the beginning of the simulation to represent 
nuclei. 

2.1. A three-dimensional non-isothermal 
"free" dendritic growth model 

In previous work, a two-dimensional CA model of 
non-isothermal "free" dendritic growth has been used 
to model columnar and equiaxed dendritic growth 
morphologies [34], to investigate the relationship be- 
tween initial liquid supercooling and growth rate [35] 
and examine the variation in two-dimensional growth 
morphology for different initial liquid supercoolings 
[36], In this paper, a three-dimensional version of this 
model is used to simulate "free" dendritic growth for 
different initial liquid supercoolings and to quantify 
the different growth morphologies obtained for the 
different conditions. 

The basis of the CA model is a simple approxima- 
tion to the Gibbs-Thomson effect. In the current "free" 
dendrite simulations a one million element grid was 
used (i.e. 100 x 100 x 100 elements) with an initial nu- 
cleus of 3 x 3 • 3 elements placed at the centre. Each 
of these was set to a value of 1 (i.e. solid). All other 
elements were initially set to 0 (i.e. liquid). For each 
simulation the temperatures of all sites were also set to 
an initial predetermined value representing supercool- 
ing. Opposite faces of the cubic 100 x 100 x 100 com- 
putational domain were treated as periodic, i.e. as if in 
contact with one another. Details of the simulation 
procedure are summarized below assuming that the 
dendrites are thermal in nature. 

The following rules and conditions were assumed: 
(a) a liquid site may transform to a solid site only if 

sx ~> 3 and/or Sy >~ 3, and/or sz ~> 3, (where sx, s r and sz. 
are the number of solid sites present in the surround- 
ing eight nearest neighbours taken in each of the 
principal x, y and z planes, respectively); 

(b) growth at a particular site will only occur if the 
temperature of the liquid site is less than a critical 
t e m p e r a t u r e ,  Tcrit; 

(c) 

Terit = - -  7[f(Sx) +f(sr) +f(Sz)] (3a) 
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where 

1 
f ( s i )  = - -  S i /> 1 (3b) 

Si 

f ( s i )  = 0 si < 1 (3c) 

where Y is a constant representing the solid/liquid 
interfacial energy; 

(d) when a liquid element transforms to a solid 
element the temperature of the element is raised to 
a fixed value to simulate the release of latent heat [34]; 

(e) conductive heat transfer is modelled by up- 
dating the temperature of each element at each 
time step. The mean temperature of the six nearest 
neighbour elements is computed and the temperature 
of' the central element is moved towards this 
average by an amount  governed by an assumed heat 
transfer constant [343. Convective heat flow was not 
modelled. 

For  all "free" dendrite simulations, 7 was set to 
a value of 20. Equation 3a provides for the effects of 
interface curvature in a simple manner. In each step of 
the simulation all liquid sites are tested to determine 
whether growth will occur. All sites are then updated 
simultaneously to their new states of liquid or solid. 
Liquid sites that have transformed to solid have their  
temperatures raised to a fixed value and finally two 
heat-transfe r steps are performed. The process is then 
repeated. 

Simulations were carried out for a series of initial 
liquid supercoolings ranging from - 60 to - 32. In 
each case the dendrite was allowed to grow until it 
reached a certain fixed length along any of the prin- 
cipal axes. The fineness of the dendritic structure pro- 
duced was quantified by calculating the volume to 
surface area ratio of the solid for each of the simulated 
dendrites. 

2.2. A three-dimensional cellular 
automaton model of coupled 
growth 

The coupled-growth CA model is based on similar 
principles to the dendritic growth model except that 
individual elements are now defined as being either 
liquid, solid of phase Y or solid of phase Z [-37]. Each 
liquid element is further defined with its own particu- 
lar composition. Heat transfer is not simulated. The 
model assumes a hypothetical two-component system 
described by a symmetrical phase diagram as shown 
in Fig. 1. In the model the eutectic composition is 
defined as zero, Y phase cells have a value of - 100 
and Z phase cells have a value of 100. All other cells 
with values in the range > - 100 to < 100 are liquid 
cells. Again, all initially solid sites representing nuclei 
are preset at the beginning of the simulation. The 
simulation then proceeds as a series of growth, solute 
rejection and diffusion steps. 

The grid used for these simulations was 
a 150 x 150 x 10 lattice of cubic elements. The 
150 x 10 base of the grid was initially completely 
covered in Y and Z phase elements placed randomly. 
All liquid elements were then set to the value of the 
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F i g u r e  l Hypothetical phase diagram used as the basis of the cellu- 
lar au tomaton  model of coupled growth. 

bulk liquid composition. In this paper, two bulk liquid 
compositions were used, 0 and 20. 

An important feature of coupled-growth processes 
is the variation in composition that exists in the liquid 
near the growing interface. This compositional vari- 
ation changes progressively from a maximum of Cy 
and Cz at the centres of the freezing Y and Z particles, 
respectively, to the bulk liquid composition at the 
Y -Z  phase boundaries. ACo = Cy - Cz provides the 
driving force for interdiffusion. 

The composition profiles that develop during the 
simulation do so naturally and morphological features 
of the developing structures in the simulation, such as 
interparticle spacing, cannot be predetermined. The 
establishment and maintenance of a compositional 
profile across the interface must be controlled by the 
model. Using a similar approach t o  the dendritic 
model above, growth is determined by using critical 
values of composition related to the number of nearest 
neighbours of a particular phase. Thus, a liquid ele- 
ment will transform to a Y phase element once its 
composition drops to a critical value, Co,it y, or lower. 
Similarly, if the composition of a liquid site rises to 
Ccrit z or higher it can transform to a Z phase element. 
Ccrit y and Corot z are both functions of the number 
of nearest neighbour Y and Z phase elements, res- 
pectively 

Ccrit y = f n  (Ny) (4) 

Ccrit z = f n (  - Nz) 

where Ny and Nz are the number of nearest neighbour 
Y and Z phase elements, respectively. The simulation 
proceeds according to the following steps. 

(a) Growth: each liquid element is tested to deter- 
mine whether it will transform to either the Y or 
Z phase. The composition CE of the element and both 
Ny and Nz are determined.  

If Nv > Nz and Nv ~> 6 and C z  ~< Ccr~ty, then the 
element will transform to a Y phase element. 

If Nz > Ny and Nz >/6 and CE >~ C~rit z, then the 
element will transform to a Z phase element. 

The value of 6 ensures sensible structures are pro- 
duced. 



(b) Solute rejection: all liquid elements that will 
transform to Y phase elements have their composi- 
tions changed to a fixed positive value, R. All liquid 
elements that will transform to Z phase elements have 
their compositions set to a fixed negative value, - R. 
This adjustment in composition is used to represent 
the rejection of atomic/molecular species by the grow- 
ing phase caused by the difference in composition, 
ACR in Fig. 1, between the product phase and the 
liquid composition, from which it is forming. Because 
of the symmetry of the phase diagram the same value, 
R, is used for both Y and Z phases. (It should be noted 
that this is a simplification. In reality, the composi- 
tional variation across the interface will cause different 
ACa values at different positions on the growth sur- 
face. In a real physical system, to maintain isothermal 
growth a variation in interface curvature would be 
required to offset the compositional variation ahead of 
the interface.) 

At this stage the elements do not transform, they are 
only allocated Y or Z phase identities after the dif- 
fusion routine below is completed. 

(c) Diffusion: at this point the liquid elements that 
will transform to solid have been adjusted to model 
the redistribution of atomic/molecular species. The 
diffusion of these species in the liquid is now 
simulated. Each liquid element is sampled in turn. 
For  any given liquid element, the local average 

composition of its nearest neighbour liquid elements is 
calculated. The composition of all liquid elements is 
then adjusted simultaneously towards their local aver- 
age value by an amount  controlled by an assumed 
diffusion coefficient. When this procedure is complete, 
all those elements that had previously been considered 
able to transform are given the identification of either 
Y or Z phase elements. The next growth step is then 
begun. This model was used to simulate coupled 
growth behaviour for two different initial bulk liquid 
compositions. Because no nucleation occurs after the 
simulation is begun, a three-dimensional grid has been 
used to reduce the likelihood of one phase completely 
overgrowing the other and to allow adjustments in 
particle spacings to occur as growth proceeds. 

3. Resul t s  
Simulated dendritic structures are shown in Figs 2 and 
3; in all cases, certain portions of the dendrite have 
been cut away to reveal the internal structure. In Fig. 
2a-f  the development of a three-dimensional dendritic 
structure is shown at different stages during growth. In 
this case, the initial supercooling in the liquid was set 
at - 58 and a dense growth morphology with a high 
volume fraction of solid is observed. Fig. 3a-f  show 
simulated dendritic structures for initial liquid super- 
coolings of - 55, - 50, - 45, - 40, - 37 and - 32, 

Figure 2 The evolution (from a-f) of a three-dimensional dendritic structure, the top right-hand quadrant has been removed to reveal the 
internal structure. 
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Figure 3 Dendrit ic  s t ructures  produced for initial liquid supercoolings of(a) - 55, (b) - 50, (c) - 45, (d) - 40, (e) - 37 and (f) - 32. Certain 
por t ions  of the dendritic s tructures have been removed to reveal the internal structures. 

respectively. Fig. 3a again shows a dense growth 3.5- 

morphology, whereas in Fig. 3b a plate-like growth ~ 3 
morphology is observed. Tip instability is observed 

2.5 
in Fig. 3c where many dendrite arms have developed ~ 2 
and grown radially from the central nucleus. = 

~o 
"-- 1.5 Fig. 3d-f show a progression to coarser dendritic 

growth behaviour with decreasing amounts of side E = 1 
branching. :2 0.5 

Fig. 4 shows the calculated volume-to-surface 0 
area ratios for a series of dendrite simulations 
carried out for liquid supercoolings in the range 
- 6 0  to - 3 2 .  The volume-to-surface area ratio 

has been used to quantify the "fineness" of the 
dendritic structures produced. With decreasing 
amounts of supercooling a coarse-fine-coarse trend 
is observed. 

Results of coupled growth simulations are shown 
in Fig. 5a-s In this figure growth has begun at 
the 150 x 10 base of the grid and continued upwards. 
Fig. 5a-e shows the development of a combined 
dendritic/lamellar structure at various stages of 
development for an initial bulk liquid composition 
of 20, i.e. off-eutectic. Dendritic projections into 
the liquid can be  seen clearly. Fig. 5f shows the 
structure produced for the Same conditions except 
that the initial bulk liquid composition was 0, 
i.e. eutectic. Here the growth morphology is only 
lamellar. 
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Figure 4 The calculated volume.to.surface area ratio for simulated 
dendritic structures with initial liquid supercool ings ranging from 

- 6 0  t o  - 32. 

4. Discussion 
It has been observed experimentally for thermal dend- 
rites that increased supercooling leads to finer dend- 
ritic growth behaviour [-38]. The results in Fig. 3c~f 
agree with this observation.The coarser structures ob- 
served at larger initial liquid supercoolings (e.g. Figs 
2a-f and 3a) may be attributable to the finite size of 
the discrete underlying grid of elements used in the 
simulations. 

The coupled growth results in Fig. 5a-f are par- 
ticularly pleasing in two respects. First, a lamellar 



Figure 5 The development of  a combined dendritic/lamellar structure (a-e) compared to a fully lamellar structure (f). The structure 
developing in (a-e) was for an off-eutectic composition, the structure in (f) was for the eutectic composition. 

structure, commonly observed in practice, has evolved 
naturally. Secondly, when simulating freezing in 
a liquid of off-eutectic composition, the proportion of 
the Y and Z phases present is not the same and 
definite dendritic behaviour is observed in the major 
phase. In reality, the length scales associated with the 
coupled growth behaviour would often be much 
smaller than those associated with dendritic growth. 
This again may be attributable to the discrete nature 
of the underlying grid. 

Despite the simplicity of their construction, the 
three-dimensional CA models used in this work have 
been able to display complicated growth behaviour 
similar to that often observed in real systems. Al- 
though it should be noted that the models are only 
presented as examplesl The simplicity of the CA 
approach means that complex three-dimensional 
structures can be generated in a matter of a few 
hours using low-cost PC hardware. This advantage 
is perhaps offset by the qualitative, or at best 
semi-quantitative [-35], nature of the method as it 
has been developed to date. Certainly CA models 
represent a potentially powerful tool to improve the 
ability to model and understand the evolution of 
microstructure during solidification. Yet, to achieve 
their full potential, CA models must now be developed 
further to become significantly more quantitative in 
nature. 
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